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Lo sviluppo dell’innovazione, al centro delle riforme e degli investimenti PNRR, ha indotto il legislatore a dedicare 
un ampio spazio al tema della digitalizzazione all’interno dell’impianto del nuovo Codice dei contratti pubblici. Il 
presente lavoro, più nello speci!co, si focalizza sul riconoscimento – contenuto nell’art. 30 del citato Codice – a 
favore delle stazioni appaltanti e degli enti concedenti della possibilità di automatizzare le proprie attività ricorren-
do a soluzioni tecnologiche con riguardo a tutto il ciclo di vita dei contratti pubblici. L’espressa apertura a soluzioni 
fondate su sistemi di intelligenza arti!ciale e di blockchain, ispirate al principio di buon andamento dell’azione 
amministrativa, induce a chiedersi quali siano e$ettivamente gli spazi che in questo settore ci saranno nel futuro 
prossimo per le nuove tecnologie. Per tale ragione, dopo aver analizzato i principi che orientano l’utilizzo di dette 
tecnologie e aver individuato i presidi imprescindibili che è necessario predisporre, occorre chiedersi quale tipolo-
gia di sistema fondato sull’intelligenza arti!ciale possa concretamente venire in rilievo e sotto quale pro!lo il settore 
dei contratti pubblici ne trarrà un bene!cio. A tal !ne si è ritenuto opportuno dare conto dei primi progetti pilota 
ideati e delle sperimentazioni che sono già state avviate. 

Contratti pubblici – Intelligenza arti!ciale – Digitalizzazione – Blockchain – PNRR
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Driven by the development of innovation, a key component of the reforms and investments promoted by PNRR 
(the Italian plan for economic recovery and resilience), the legislator has devoted considerable attention to digital-
ization within the framework of the new Public Procurement Code. %is paper speci!cally focuses on Article 30 of 
the new Code, which explicitly allows contracting authorities and granting bodies to automate their activities using 
technological solutions throughout the entire lifecycle of public contracts. %is formal endorsement of solutions 
based on arti!cial intelligence and blockchain technologies – framed by the principle of good administration – 
raises questions about the actual scope for adopting such technologies in this sector. Accordingly, a&er analysing 
the guiding principles for their use and identifying the essential safeguards to be implemented, the paper explores 
which types of AI systems may concretely apply and how public procurement could bene!t. %e analysis is support-
ed by a review of early pilot projects and experimental initiatives already underway.

Public procurement – Arti!cial intelligence – Digitization – Blockchain – Next Generation EU

L’Autore è avvocato specializzato in diritto del lavoro, contratti pubblici, prevenzione della corruzione e nuove 
tecnologie
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La rivoluzione tecnologica in atto e i processi di 
automazione che stanno interessando in maniera 
sempre più incisiva ogni campo del sapere hanno 
avuto delle ricadute drastiche anche sul mondo del 
diritto. Uno degli ambiti che in prospettiva è più 
interessato alla trasformazione digitale è sicura-
mente la contrattualistica pubblica laddove si con-
sideri che il dichiarato invito – contenuto, come si 
vedrà in prosieguo, nel d.lgs. n. 36/2023 – rivolto 
alle stazioni appaltanti ad automatizzare le proprie 
attività deve essere declinato alla luce del principio 
del risultato di cui all’art. 1 del medesimo decreto 
e, più in generale, del principio di buon andamen-
to della pubblica amministrazione di cui all’art. 97 
Cost.1 

Dopo aver passato in rassegna qual è la !nali-
tà della digitalizzazione delle procedure di gara e 

dell’intero ciclo dei contratti pubblici, appare di 
rilievo e, pertanto, meritevole di speci!ca atten-
zione il focus sui presupposti e i limiti entro cui 
si potrà ricorrere agli strumenti di automazione 
e, in particolare, all’intelligenza arti!ciale e alla 
blockchain. 

Al riguardo non v’è dubbio alcuno in ordine alla 
circostanza che un tema fondamentale da a$ronta-
re sia quello relativo alle modalità tramite cui sarà 
possibile gestire il fenomeno pur nella consapevo-
lezza che – posto che il nuovo Codice dei contratti 
pubblici è entrato in vigore in tempi relativamente 
recenti e deve, pertanto, ancora ultimare la fase di 
sperimentazione – sarà solo l’applicazione pratica 
in concreto di detti strumenti e il contenzioso che 
ne scaturirà a consentire una analisi empirica ex 
post delle problematiche che gradualmente il giuri-
sta dovrà a$rontare2.
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Il brocardo ubi societas, ibi ius3, dunque, nel 
rievocare il pensiero di Santi Romano, si colora di 
nuove ed inattese suggestioni riconoscendo appie-
no un ruolo anche alla comunità che vive e alimen-
ta una realtà caratterizzata dall’immaterialità.

Non è chiaro al momento se le pubbliche ammi-
nistrazioni e, nella specie, le stazioni appaltanti 
saranno in grado di cogliere pienamente la portata 
innovativa del citato d.lgs. n. 36/2023 e dotarsi degli 
strumenti adeguati per a$rontare compiutamente 
le s!de che in prospettiva sono state loro poste, né 
è chiaro se la velocità con cui i cambiamenti tecno-
logici si stanno imponendo troverebbe ancora l’ap-
provazione di Filippo Tommaso Marinetti che nel 
Manifesto del Futurismo volle riconoscere proprio 
alla velocità la de!nizione di “bellezza nuova”.

È, tuttavia, pur vero che allo stato bisogna capi-
re quale tipologia di intelligenza arti!ciale possa 
essere di supporto nel rispetto della normativa 
europea e nazionale in rilievo ed e$ettuare un’ana-
lisi degli esempi virtuosi inaugurati da alcuni sog-
getti pubblici, nonché della previsione di clausole 
tipo inserite nei contratti perfezionati con i forni-
tori dei predetti meccanismi di automazione. 

Tale ricerca va, ad ogni buon conto, condotta 
avendo costantemente cura dell’indefettibilità del 
ruolo dell’agente umano che non deve mai assolu-
tamente perdere i suoi valori di riferimento.
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È indubbio che le scelte di politica legislativa 
riguardanti il ricorso a strumenti di automazione 
implichino una valutazione preliminare in ordine 
all’opportunità di implementare tali strumenti e 
contestualmente richiamino delle considerazioni 
di natura etica.

Per vero, tuttavia, se le sensibilità proprie di 
ciascun ordinamento giuridico si sono caratteriz-
zate per un approccio diversi!cato e l’adesione ad 
un’impostazione originale a seconda della cultura 

3. M(::(;uto 2020.
4. Tosi 2024.
5. M(tt()-..( 2024.
6. T(dd-i E.;i–M()ABi(C(v( 2023.
7. Ci)i-..o 2023.
D. C(ss(no–T)iEodi 2024.
9. RuCCo.o 2020.

di riferimento, è altresì paci!co che – al pari degli 
operatori privatiF – anche il potere pubblico, sep-
pure con le peculiarità che lo contraddistingue, 
non possa non essere interessato dalla rivoluzione 
copernicana avviata con le nuove tecnologieG.

A ben vedere, se inizialmente dottrina e  giu-
risprudenza amministrativa6 avevano mostrato un 
forte scetticismo in ordine all’utilizzo di sistemi 
fondati sull’intelligenza arti!ciale e sugli algoritmi 
al !ne di pervenire a processi decisionali automa-
tizzati, in un secondo momento hanno ritenuto 
ammissibile il ricorso a tali modelli anche con 
riguardo ad attività amministrative a contenuto 
discrezionale ove siano rispettati taluni principi 
fondamentaliI – che verranno analizzati in detta-
glio nel prosieguo del presente lavoro – quali in 
particolare la trasparenza algoritmica, l’intellegi-
bilità del dataset utilizzato, la non esclusività della 
decisione da parte del meccanismo di automazione 
e il divieto assoluto di discriminazione algoritmica 
secondo cui non bisogna alimentare diseguaglian-
ze rispetto a determinati individui o categorie degli 
stessi.  

Nello speci!co il regolamento (UE) 2024/16D9, 
nell’a$ermare detti principi, non ignora la necessi-
tà di doverne meglio perimetrare l’ambito di appli-
cazione, essendo il legislatore europeo consapevole 
che la previsione di regole espresse con concetti 
giuridici indeterminati o formulazioni generiche – 
per acquisire una consistenza de!nita – richiedano 
una declinazione più puntuale all’interno di fatti-
specie concrete e di contesti speci!ci8.

La scelta della tipologia di intelligenza arti-
!ciale e modalità di utilizzo, del resto, non sono 
irrilevanti rispetto ai riKessi che si riverberano, 
prioritariamente, con riguardo alla trasparenza dei 
processi decisionaliL.

Basti considerare che il ricorso ad un model-
lo di algoritmo deterministico consente tenden-
zialmente la piena intellegibilità – almeno !no al 
momento dell’applicazione concreta – di ciascun 
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presupposto logico che ha portato allo sviluppo del 
processo decisionale.  

Di contro, nel caso in cui si operi tramite un 
modello basato sul c.d. machine learning la rego-
la su cui si fonda una decisione viene sviluppata 
dal sistema senza che la correlazione con i dati sia 
comprensibile o nota, tantomeno al programmato-
re del so&ware che ha creato l’algoritmo1M.

Ciò con l’ovvia conseguenza che il ragionamen-
to algoritmico non può risultare intelleggibile in 
toto. 

Per cui un problema di cui occorre necessaria-
mente tener conto è che maggiore sarà il grado di 
accuratezza e di precisione della decisione adottata 
sulla scorta di un sistema di machine learning più 
complesso sarà fornirne una spiegazione, ovvero-
sia una congrua motivazione in punto di fatto e di 
diritto. 

Ciascuna pubblica amministrazione, pertan-
to, nell’esercizio delle proprie attività istituzionali, 
risulta investita del duplice onere di rendere intel-
leggibili le modalità di funzionamento algoritmico 
e contestualmente di dover fornire una motivazio-
ne adeguata con riguardo agli esiti raggiungi nel 
processo decisionale11.

A ben vedere, tuttavia, il rapporto tra la stru-
mentalità dell’automazione rispetto alla decisione 

– che poi conKuirà in un provvedimento ammini-
strativo – e la centralità dell’apporto umano rendo-
no evidente che si tratta di problematiche ancora 
poco percettibili in tutte le loro implicazioni e che 
emergeranno gradualmente in concreto nella prati-
ca, imponendo, in caso di contenzioso, un sindaca-
to del giudice amministrativo che potrà estendersi 
!no alla veri!ca della conformità dei dati utilizzati 
nel modello rispetto agli esiti emersi12.

Ciò signi!ca che un punto di osservazione pri-
vilegiato può essere quello che si incentra sulla 
gestione operativa di tali sistemi e addirittura sulla 
fase esecutiva del contratto.

Tanto premesso, nell’ambito delle attività in 
cui si esplicano i pubblici poteri, il tema della 

10. T(dd-i E.;i 2021.
11. B-.is()io–C(ss(no 2023.
12. Ci)i-..o 2023.
13. C.()iAB 2023.
14. G(;-)o C(s(do 2023.
15. C()in,-..(–C()/on-–Rov-..i 2024.

contrattualistica pubblica e dei suoi rapporti con 
le tecnologie abilitanti 4.0 assume – come già pre-
cisato – sicuramente un ruolo centrale e costitu-
isce un’occasione di sperimentazione sia alla luce 
del modello costruito dal d.lgs. n. 36/2023 sia 
sulla scorta della circostanza che i contratti pub-
blici, essendo segnati dalla rilevanza dell’interesse 
pubblico anche nella fase esecutiva,13 richiedono, 
a maggior ragione, una particolare attenzione con 
riguardo all’addestramento iniziale dell’algoritmo. 

A tal proposito è opportuno evocare quella dot-
trina1F che ha evidenziato come gli appalti pubblici 
consentano il soddisfacimento di interessi ultronei 
rispetto a quelli direttamente collegabili all’acqui-
sto di un bene, giacché coinvolgono la collettività, 
la tutela dei diritti sociali e temi come l’innovazio-
ne e la sostenibilità ambientale. 

Per tale ragione è necessario evitare che i 
contraenti privati si trovino in una posizione di 
supremazia tecnica e, quindi, esercitino una forza 
negoziale in grado di condizionare il contenuto 
stesso di un contratto. 

Va, inoltre, considerato che l’incertezza creata 
dalla frammentarietà del sistema degli appalti pub-
blici e l’elaborazione di principi sottesi all’utilizzo 
dell’intelligenza arti!ciale che tuttora sono privi di 
una consistenza concreta palesano che solo l’appli-
cazione pratica consentirà di costruire un modello 
ispirato a regole di garanzia e a scelte tecniche non 
ambigue1G.

Ciò fermo restando, è pur vero che diNcilmen-
te i soggetti pubblici – almeno nell’immediato o in 
tempi brevi – risulteranno in grado di perfezionare 
autonomamente degli strumenti informatici ade-
guati e verosimilmente dovranno più spesso rivol-
gersi al mercato optando per l’acquisto di sistemi 
di intelligenza arti!ciale messi a disposizione da 
privati; ciò con l’ovvia conseguenza che il soggetto 
pubblico si esporrà al rischio di dover rispondere 
dinanzi agli operatori economici coinvolti in una 
procedura di evidenza pubblica di un sistema svi-
luppato ed acquistato da terzi.  
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Il tema della digitalizzazione della pubblica ammi-
nistrazione è senza dubbio uno dei più controver-
si per gli osservatori16 più attenti all’impatto che 
negli ultimi tempi hanno avuto ed avranno le nuo-
ve tecnologie sul mondo del diritto. 

Con il PNRR1I, del resto, le stesse istituzioni 
europee hanno riconosciuto grande centralità alla 
trasformazione digitale e agli e$etti che quest’ul-
tima può avere sull’azione amministrativa con 
riguardo alla piena realizzazione del principio di 
trasparenza, ai criteri di eNcienza, eNcacia ed eco-
nomicità, nonché alla prevenzione e al contrasto 
dei fenomeni di maladministration18.

È indubbio, d’altra parte, che l’utilizzo di dati in 
formato digitale e il contestuale ricorso a strumenti 
di tecnologia informatica nell’esercizio dell’attività 
amministrativa agevolino il miglior perseguimen-
to dell’interesse pubblico cui ciascuna pubblica 
amministrazione deve orientare la propria azione 
e abbiano e$etti positivi, sia diretti che indiretti, 
con riguardo ai tempi ed all’allocazione delle risor-
se umane ed economiche. 

A ben vedere, pertanto, il pieno sviluppo della 
c.d. “amministrazione digitale” o$re una nuova e 
più ampia prospettiva al principio di buon anda-
mento della pubblica amministrazione sancito 
dall’art. 97 Cost. ove si consideri che favorisce una 
diversa organizzazione della macchina ammini-
strativa e, con riguardo alla collettività, un’eroga-
zione più funzionale dei servizi pubblici1L.

Il modello di riferimento è stato, in particolare, 
tracciato dal d.lgs n. D2/2005 (c.d. Codice dell’am-
ministrazione digitale) con cui il legislatore cercò 
per la prima volta di fornire una risposta adeguata 
ai cambiamenti tecnologici in atto e di individuare 
le modalità tramite cui le pubbliche amministra-
zioni potessero attuare la trasformazione digitale, 
nonché dall’art. 3-bis della legge n. 241/1990, come 
modi!cato nel 2020, con cui si è evidenziato che 
ciascuna amministrazione – al !ne di conseguire 
maggiore eNcienza – deve agire sia nei rapporti 

16. M(tt()-..( 2024.
17. Si fa riferimento alla Missione 1 incentrata su “Digitalizzazione, innovazione, competitività, cultura e turismo”.
1D. M-)-nd( 2023.
19. C().oni 2024.
20. C.()iAB 2023.
21. C()in,-..(–C()/on-–Rov-..i 2024.

interni con altre pubbliche amministrazioni che 
con soggetti esterni ricorrendo agli strumenti 
informatici e telematici2M. 

Ciò fermo restando, il tema in discussione va 
a$rontato alla luce della rilevanza che assume in 
relazione ai contratti pubblici.

In proposito basti considerare che già nell’a-
brogato Codice di cui al d.lgs. n. 50/2016 all’art. 44 
si demandava al Ministero per la sempli!cazione 
e per la pubblica amministrazione di precisare 

– entro un anno dall’entrata in vigore del medesi-
mo codice – le modalità tramite cui procedere alla 
digitalizzazione delle procedure di gara, mentre 
all’art. 5D si riconosceva alle stazioni appaltanti di 
ricorrere interamente a procedure gestite con siste-
mi informatici pur nel rispetto dei principi della 
parità di accesso e della concorrenza.  

Una vera e propria digitalizzazione delle pro-
cedure, tuttavia, nella vigenza del vecchio Codice 

– pur contemplando l’interconnessione e l’interope-
rabilità dei dati in possesso delle pubbliche ammi-
nistrazione – non è mai avvenuta in considerazione 
della circostanza che il decreto attuativo è interve-
nuto con grave ritardo solo con il d.m. n. 14D del 
12 agosto 2021 e che la disciplina appariva, in ogni 
caso, incompleta21. 

È, pertanto, proprio alla luce dell’introduzione 
del nuovo Codice dei contratti pubblici ai sensi 
del d.lgs. n. 36/2023 che il tema in commento ha 
assunto una nuova prospettiva per l’ambizione 
di rendere interamente digitale ed interoperabile 
ogni attività riguardante le procedure di evidenza 
pubblica nella loro interezza, ovvero per tutto il 
ciclo di vita dei contratti dalla loro fase embrionale 
a quella esecutiva. 

Ci si riferisce, in particolare, al procedimento 
che viene avviato generando i c.d. c.u.p (codice 
unico di progetto) ed il c.i.g. (codice identi!cativo 
di gara), di cui è ben nota la funzione precipua di 
prevenire le frodi e l’elusione del divieto di doppio 
!nanziamento europeo, e si sviluppa nelle attivi-
tà incentrate sulla conclusione ed esecuzione del 
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rapporto negoziale con l’operatore economico che 
risulta aggiudicatario e con cui viene perfezionato 
il contratto22.

Più nel dettaglio non si può non considerare 
che il Capo II della Parte I del Codice è incentrato 
proprio sulla digitalizzazione. 

Un’attenta analisi al riguardo permette, in par-
ticolare, di cogliere immediatamente la diversa 
sensibilità con cui il legislatore del 2023 ha volu-
to valorizzare l’aspetto tecnologico proprio sulla 
scorta delle spinte provenienti dal PNRR che, tra i 
propri obiettivi23, ha previsto di realizzare un siste-
ma nazionale di e-Procurement al !ne di digitaliz-
zare in toto le procedure di acquisto, a cominciare 
dall’abilitazione digitale degli operatori economici, 
dall’utilizzo del machine learning per lo studio del-
le tendenze, nonché di chatbot evoluti di supporto 
e di status chain.

La decisa volontà legislativa di attribuire un 
ruolo centrale alla digitalizzazione, d’altra parte, è 
desumibile proprio dalla previsione dei principi 
che la caratterizzano (principi di neutralità tec-
nologica, di trasparenza, nonché di protezione dei 
dati personali e di sicurezza informatica) e di una 
disciplina organica che valorizza il ricorso alle piat-
taforme, il regime di pubblicità legale, il fascicolo 
virtuale dell’operatore economico e la previsione di 
una banca dati nazionale dei contratti pubblici di 
cui risulta titolare l’Anac2F.

Il !ne ultimo è quello di costruire un sistema 
interconnesso e interoperabile che, grazie alla 
creazione di documenti nativo-digitali e proce-
dure interamente digitalizzate, sia in grado di 
acquisire facilmente dati ed informazioni, non-
ché contestualmente di svolgere facilmente e 
rapidamente attività defatiganti che richiedono 
l’analisi di plurimi documenti, quale può essere la 
veri!ca dei requisiti di partecipazione di uno spe-
ci!co operatore economico alle procedure di gara 
o la valutazione dell’o$erta tecnica nella scelta del 
contraente.

22. Orientamenti per la piani!cazione dell’anticorruzione e della trasparenza approvati dall’Anac il 2 febbraio 2022.
23. La riforma M1C1-75 ha previsto la realizzazione del Sistema Nazionale di e-Procurement con riguardo particolare 

alla digitalizzazione completa delle procedure di acquisto !no all’esecuzione del contratto (Smart Procurement).
24. C()in,-..(–C()/on-–Rov-..i 2024.
25. B()/-)io 2023.
26. Ro;/i 2014.
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Se la digitalizzazione nelle previsione del legi-
slatore è !nalizzata ad incidere sull’intero ciclo 
di vita dei contratti pubblici, è pur vero che una 
delle previsioni con maggiore portata innovativa 
è contenuta all’art. 30 del Codice, laddove si rico-
nosce espressamente piena legittimazione a stru-
menti che consentano di automatizzare le attività 
mediante soluzioni tecnologiche, tra cui – in par-
ticolare – l’intelligenza arti!ciale e le tecnologie di 
registri distribuiti2G.

L’adeguata allocazione delle risorse al !ne di 
un miglior perseguimento dell’interesse pubblico 
esige che vengano adottati dei sistemi tecnolo-
gici per contrastare le ineNcienze ed i fenomeni 
di maladministration, ma anche e soprattutto per 
rispondere alle esigenze di accountability sempre 
più avvertite negli ordinamenti moderni26.

Ne deriva conseguentemente che – per esigenze 
di funzionalità – il legislatore suggerisce il ricorso 
agli strumenti di automazione come regola gene-
rale che può essere derogata solo in determinati e 
speci!ci casi concreti. 

Alla luce di quanto suesposto appare, dunque, 
ineludibile chiedersi in presenza di quali presup-
posti sia possibile per le stazioni appaltanti avviare 
e concludere le procedure di aNdamento median-
te sistemi di automazione e quale sia il perimetro 
all’interno dei quali detti sistemi possano incidere 
nella valutazione delle o$erte.

Il Codice dei contratti pubblici contiene, del 
resto, la prima disciplina nazionale che ha indivi-
duato i principi da avere come riferimento in caso 
di ricorso a procedimenti amministrativi automa-
tizzati ed a tecnologie avanzate.

Nella relazione di accompagnamento allo sche-
ma del d.lgs. 36/2023 il legislatore, conscio che nel-
le procedure di gara si utilizzino già degli algoritmi 
per il confronto automatico di taluni parametri 

– perfettamente conoscibili – propri delle o$erte 
economiche, dichiara espressamente che l’art. 30 
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aspira a disciplinare “il futuro prossimo” e che l’o-
biettivo immediato è quello di avere a disposizione 
degli algoritmi di apprendimento da utilizzare per 
le procedure di evidenza pubblica più complesse2I.

Inoltre, sebbene si tratti di una disposizione che 
caratterizza l’ambito della contrattualistica pubbli-
ca, è pur vero che con vis espansiva possa essere 
considerata in grado di costituire un riferimento 
per l’utilizzo delle nuove tecnologie con riguardo 
all’attività amministrativa nel suo complesso. 

Tanto più ove si consideri che la modi!ca dell’art. 
3-bis della l. n. 241/1990 già ha ribadito che l’uso 
dello strumento informatico debba rappresentare 
la regola per ciascuna amministrazione pubblica 
e che, a ben vedere, detti principi sembrerebbero 
rimarcare quanto altresì previsto dal Regolamento 
(UE) 16D9/2024 (c.d. AI Act). 

Quest’ultimo, peraltro, sembrerebbe a sua 
volta aver fatto propri i limiti e principi fondanti 
della normativa sul trattamento dei dati persona-
li e lascia all’interprete il compito di perimetrarne 
l’ambito di applicazione.

Ad ogni buon conto qualsiasi dibattito sull’in-
telligenza arti!ciale non può prescindere dal 
costante riferimento a tali principi, considerato 
che la loro de!nizione dipende altresì dalle speci-
!cità del sistema che si intende costruire, nonché 
dalle modalità con cui viene utilizzato e dal conte-
sto in cui opera.

Fermo ed impregiudicato che debba essere 
garantita la “riserva di umanità”, soprattutto con 
riguardo alle attività a contenuto discrezionale, e 
che, in ogni caso, alla tecnologia – come aveva-
no già di$usamente e ripetutamente osservato 
autorevole dottrina28 e la giurisprudenza ammi-
nistrativa2L più sensibile al tema – debba essere 
riconosciuto un ruolo servente e strumentale, si 
tratta preliminarmente di demandare alle macchi-
ne attività di supporto o comunque ripetitive. 

>656,!#,0&'./+*1)2)3)%?,+,3#,0&*&10)2)3)%?

Il legislatore, consapevole della necessità di assi-
curare il bilanciamento degli interessi sottesi 

27. “La digitalizzazione dei ciclo di vita dei contratti”, parte II della Relazione di accompagnamento al nuovo codice 
dei contratti pubblici.

2D. G(..on- 2023.
29. Consiglio di Stato, sentenze n. 2270/2019 e n. DD/2020.
30. S(Ei-n:( 2024.

contrapposti, ha – in primo luogo – previsto che 
il contributo di sistemi che automatizzino i pro-
cessi decisionali debba garantire la conoscibilità 
o comunque la comprensibilità di detti processi al 
!ne di consentire a ciascun operatore economico 
di avere piena contezza dei processi automatizzati 
eventualmente utilizzati con riguardo speci!co ad 
un suo interesse giuridicamente tutelato e a rice-
vere tutte le informazioni signi!cative sulla logica 
che è stata adoperata.  

Centrale, dunque, diviene la trasparenza con 
riguardo sia alla metodologia prescelta per l’as-
sunzione di una determinata decisione con pro-
cessi automatizzati, sia con riguardo al diritto di 
un singolo (i.e., l’operatore economico) di venire a 
conoscenza dell’esistenza di detti processi qualora 
lo riguardino3M.

Quest’ultimo aspetto, peraltro, va coniugato 
con l’ulteriore obbligo, previsto a carico delle pub-
bliche amministrazioni, di pubblicare sul proprio 
portale l’elenco delle soluzioni tecnologiche utiliz-
zate nel corso dello svolgimento delle proprie atti-
vità istituzionali per disincentivare un uso non in 
linea con la disciplina applicabile da parte dei sog-
getti privati e pubblici e contestualmente consen-
tire una conoscenza di$usa e, quindi, di esercitare 
una forma di controllo da parte della collettività .

Si a$erma, in tal modo, un’accezione ra$orza-
ta del principio della trasparenza, laddove emerge 
che il legislatore – come ha brillantemente sostenu-
to il Consiglio di Stato nella sentenza n. 2270/2019 

– vuole garantire che vi sia “una piena conoscibilità 
della regola espressa in un linguaggio di$erente da 
quello giuridico”.

Ne consegue, pertanto, che – per garantire la 
conoscibilità e la comprensibilità del sistema uti-
lizzato – sussiste in capo alla pubblica amministra-
zione coinvolta un gravoso obbligo di motivazione 
con la duplice !nalità di riconoscere pienamen-
te ex artt. 24 e 113 Cost. l’esercizio del diritto di 
difesa da parte di chi subisca un pregiudizio dal 
provvedimento amministrativo impugnato e 
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contestualmente di consentire un’estensione del 
sindacato del giudice amministrativo31.

Pur essendo quest’ultimo argomento estraneo 
al presente lavoro, è tuttavia di interesse dedica-
re una breve riKessione ai vizi di legittimità che 
potrebbero rilevare per provvedimenti ammini-
strativi adottati sulla scorta di processi decisionali 
automatizzati che, oltreché per violazione di legge 
e incompetenza, potrebbero essere impugnati per 
eccesso di potere grazie ad una nuova declinazione 
delle sue !gure sintomatiche. 

Si pensi, in particolare, al travisamento o alla 
erronea valutazione dei fatti considerati dai sistemi 
algoritmici, allo sviamento di potere, all’illogicità 
o alla contraddittorietà dell’atto derivante dall’il-
logicità o contraddittorietà del dataset utilizzato, 
alla contraddittorietà tra più atti sulla scorta di un 
errore di calcolo, alla disparità di trattamento o 
all’ingiustizia manifesta in virtù di discriminazio-
ne algoritmica, ai vizi della volontà che interessano 
il processo decisionale automatizzato o alla man-
canza di idonei parametri di riferimento32.

>686,!#,/)1+/@#,-),$'#*)%?

Viene, in secondo luogo, sancito il principio della 
non esclusività della decisione algoritmica preve-
dendo che nel processo decisionale vi sia sempre 
un contributo umano investito di una speci!ca 
attività di controllo, validazione, ovverosia della 
possibilità di smentita della decisione assunta con 
modalità automatizzate. Tale principio, sintetizza-
to nell’elegante espressione “riserva di umanità”, ha 
una duplice valenza: da una parte impone il con-
tributo umano nell’adozione di una scelta, dall’al-
tra espone il medesimo agente ad una forma di 
responsabilità ra$orzata, onerandolo della necessi-
tà di acquisire a sua volta una piena conoscenza del 
funzionamento degli algoritmi utilizzati33.

Si richiede, pertanto, che i sistemi utilizzati sia-
no sottoposti alla sorveglianza umana imponendo 
che i soggetti preposti siano adeguatamente for-
mati e con competenze tali da garantire un’eNcace 

31. M(tt()-..( 2024.
32. C()in,-..(–C()/on-–Rov-..i 2024.
33. G(..on- 2023.
34. L(..i 2023.
35. Si;onAini 2019.
36. Si vedano al riguardo le sentenze del TAR Puglia n. 552/2022 e del TAR Campania n. 7003/2022.

supervisione dei sistemi di intelligenza arti!ciale 
utilizzati, un’attività di prevenzione con riguardo 
alla cibersicurezza, nonché di monitoraggio per 
valutare il sistema in termini di adeguatezza ed eN-
cacia, oltreché per individuare i correttivi richiesti 
per procedere ad un aggiornamento periodico. 

Tale gravoso onere, che per taluni osservatori 
– in virtù dei pro!li di responsabilità che ne deriva-
no – potrebbe semplicemente determinare la fuga 
delle stazioni appaltanti dal ricorso alle procedure 
automatizzate, tiene conto della circostanza che i 
pericoli maggiori scaturenti dal ricorso all’intelli-
genza arti!ciale non derivano dalla sua produzio-
ne e messa in commercio, ma dal suo utilizzo.  

Si tratta, ad ogni buon conto, di un presidio 
imprescindibile aNnché l’intelligenza arti!ciale 
rimanga strumentale3F e al servizio di una pubblica 
amministrazione più eNciente e contestualmente 
consenta a detti meccanismi di riscuotere una for-
ma di legittimazione sociale grazie all’aspettativa 
che la decisione automatizzata sia in ogni caso sot-
toposta a revisione da parte di un soggetto umano. 
La scelta operata dalla macchina, in tal modo, non 
può più considerarsi autonoma (recte: automatiz-
zata), ma va più correttamente interpretata come 
assistita, ovverosia si tratta in ogni caso di una scel-
ta imputabile ad un essere umano con il supporto 
di un sistema basato sull’intelligenza arti!ciale3G.

Tale lettura permette, dunque, di smentire che 
si stia assistendo alla nascita di un nuovo genus di 
provvedimento amministrativo per ribadire che, 
in ogni caso, si è in presenza di un provvedimento 
amministrativo tradizionale con gli adattamen-
ti dovuti in virtù del ricorso ad una macchina di 
intelligenza arti!ciale che consente di accrescere le 
conoscenze dell’amministrazione e allo stesso tem-
po di acquisire uno spettro di dati maggiori anche 
per l’adozione di scelte discrezionali36.

I vantaggi, dunque, sono ictu oculi molteplici. 
Si pensi, in particolare, all’attività di certi!cazione 
e veri!ca delle dichiarazioni dei cittadini acquisite 
sulla scorta dei quali adottare un provvedimento: 
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l’automazione del processo consente di ridurre la 
possibilità di errori con risparmio di risorse.

Se ne trae, pertanto, un giovamento in termini 
di eNcienza e trasparenza diminuendo le ipotesi di 
disparità, le contraddizioni logiche connotate all’e-
sercizio di un potere discrezionale e la diminuzio-
ne di incertezze con la conseguenza di prevenire 
errori e pregiudizi umani. Ciò, in ogni caso, richie-
de che in ciascun assetto organizzativo sia ripen-
sata l’assegnazione delle risorse umane potendosi 
ragionare sia sull’aumento che sulla diminuzione 
delle stesse3I.

Ciò fermo restando, è pur vero che quello della 
riserva di umanità risulterebbe essere un principio 
derogabile, per cui in astratto sarebbe ben possibi-
le prestare il consenso allo svolgimento di attività 
esclusivamente automatizzate in assenza di qual-
siasi forma di supervisione; ovverosia di meccani-
smi di controllo, di validazione ovvero di smentita.

È un argomento che si ricava a contrario dal 
c.d. GDPR, il Regolamento (UE) 16/679 sulla pro-
tezione dei dati – richiamato espressamente dal più 
recente Regolamento sull’intelligenza arti!ciale –, 
il cui art. 22 riconosce la possibilità di prestare 
consenso per rinunciare al “diritto a non essere 
sottoposto a una decisione basata unicamente sul 
trattamento automatizzato, compresa la pro!lazio-
ne, che produca e$etti giuridici che lo riguarda-
no”38. Per tale consenso, peraltro, sebbene debba 
essere esplicito, non è richiesta la forma scritta ad 
substantiam, ma solo ad probationem.

Nemmeno in si$atta ipotesi, tuttavia, si assiste 
ad una disumanizzazione del procedimento dive-
nuto interamente automatizzato, poiché ciò non 
può mai comportare una deresponsabilizzazione 
assoluta del soggetto umano. È, del resto, il sistema 
costituzionale nel suo complesso ad essere costrui-
to sulla responsabilità (personale) dell’uomo3L.

>6<6, 73,-)@)+%&,-),-)10/)')*#()&*+,#3=&/)%')0#

Il titolare della procedura deve in ogni caso garan-
tire la predisposizione di misure tecniche e orga-
nizzative adeguate !nalizzate a scongiurare la 

37. D- MiniAo 2022.
3D. Pi::-tti 201D.
39. Ro;(no 201D.
40. F(..-tti 2022.
41. Avit(/i.- 2017.

denegata ipotesi che taluni errori sistematici e ripe-
tibili !niscano per alterare l’elaborazione dei risul-
tati. Il fenomeno, riconducibile alla de!nizione di 
discriminazione algoritmica, impone di utilizzare 
dataset ampi e completi al !ne che non si creino 
dei pregiudizi – propri anche dell’essere umano – 
nei confronti di individui speci!ci o appartenenti 
a determinati gruppi sociali. 

È, pertanto, indispensabile predisporre misure 
eNcaci per retti!care quei fattori che possano ali-
mentare e$etti discriminatori e, dunque, pregiu-
dizievoli nei confronti di persone !siche per via 
del sesso, della nazionalità, dell’etnia, delle convin-
zioni religiose, delle opinioni politiche e dell’ap-
partenenza ad una determinata organizzazione 
sindacale, ovvero sulla scorta dell’acquisizione di 
dati sensibili (si pensi, in particolare, allo stato 
di salute di taluni soggetti che potrebbe esprime-
re una valutazione con riguardo alla prestazione 
lavorativa).

Solo l’individuazione di dataset adeguati sia 
sotto il pro!lo qualitativo che quantitativo pos-
sono consentire di costruire un modello che non 
conduca a risultati parziali e che non sia errato o 
eccessivamente limitatoFM.

La distorsione, del resto, può addirittura essere 
intrinseca al dataset utilizzato. Basti pensare a dati 
storici cui si fa ricorso che gradualmente possono 
moltiplicare in maniera esponenziale le discrimi-
nazioni esistenti.

Il tema, che importa problemi di grande com-
plessità, assume rilevanza soprattutto con riguardo 
a sistemi di intelligenza arti!ciale ad alto rischio 
e richiede di prestare particolare attenzione alle 
potenziali distorsioni in grado di ingenerare pre-
giudizi per i diritti fondamentaliF1 delle persone 
imponendo – come meglio si vedrà nel paragra-
fo dedicato alla tipologia di intelligenza arti!cia-
le che si ritiene più conferente alle procedure di 
gara – di attuare un modello di governance !naliz-
zato all’attenuazione delle occasioni di potenziale 
distorsione.
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Il citato art. 30 del Codice dei contratti pubblici, 
nel riconoscere alle stazioni appaltanti ed agli enti 
concedenti di ricorrere a soluzioni di automazio-
ne nell’espletamento delle loro attività istituzio-
nali, contiene al secondo comma due indicazioni 
di assoluto rilievo: a) l’obbligo a carico di tali sog-
getti di garantire la disponibilità al codice sorgen-
te del so&ware utilizzato, alla documentazione di 
supporto e ad ogni altro ulteriore elemento ove 
sia ritenuto utile per comprenderne le logiche di 
funzionamento; b) l’inserimento di clausole, anche 
con riguardo agli atti di indizione della gara, !na-
lizzate a consentire un intervento tempestivo per 
ovviare alla presenza di errori o e$etti non voluti 
determinati dall’automazione mediante prestazio-
ni di assistenza e di manutenzione.

Con la previsione di cui sub a), che introduce al 
più complesso tema relativo alla circostanza che la 
scelta del meccanismo di intelligenza arti!ciale da 
utilizzare non è mai neutrale, il legislatore impone 
al contraente pubblico di individuare entro qua-
le perimetro potrà essere garantita la conoscenza 
e secondo quali modalità, nel contemperamento 
degli interessi contrapposti, si dovranno compri-
mere i diritti di proprietà intellettuale eventual-
mente coinvoltiF2. È del tutto evidente, dunque, 
che i problemi in rilievo risultano essere molte-
plici, soprattutto ove si consideri sembrerebbe 
necessario, tramite una valutazione da e$ettuarsi 
caso per caso, procedere ad una distinzione sulla 
scorta del tipo di algoritmo utilizzato, ovverosia 
sulla struttura del modello ed i dati immessi ai !ni 
dell’addestramento. 

Invero, nel caso in cui si sia in presenza di un 
algoritmo a struttura condizionale, almeno ten-
denzialmente, dovrebbe essere infatti possibile 
veri!care e controllare le scelte e ricostruire i pro-
cessi decisionali con le logiche ad esso sottese. Di 
contro, nel caso in cui sia stato utilizzato un sistema 

42. P-.uso 2023.
43. A;(to M(n,i(;-.i 2022.
44. C-))in( F-)oni–Font(n(–R(CCiott( 2022.
45. O)oCino 2022.

di machine learning, l’iter logico che ha consenti-
to di pervenire ad una determinata decisione non 
può essere ricostruito a ritroso e, dunque, né con-
trollato e veri!catoF3.

Emerge, dunque, la necessità di assicurare una 
forma di trasparenza ex ante anche sul tipo di 
procedura utilizzata che, al netto degli obblighi di 
pubblicazione già speci!cati, evoca altresì a carico 
delle stazioni appaltanti la necessità di assicurare 
la tracciabilità e trasparenza delle attività svolte in 
ossequio a quanto statuito dal sesto comma dell’art. 
19 del d.lgs. n. 36/2023. 

Bisogna, a ben vedere, capire se l’ostensione 
debba essere garantita sotto il pro!lo meramente 
formale, ovverosia se sia necessario altresì fornire 
un supporto all’interessato per decifrare il conte-
nuto di quanto viene trasmesso e fare in tal modo 
comprendere conoscenze caratterizzate da elevato 
livello tecnico. 

Una riKessione sul punto, peraltro, può con-
durre a ritenere preferibile, in luogo dell’acquisi-
zione del codice sorgente, una conoscenza sui dati 
di training inseriti onde veri!care e controllare se 
l’algoritmo sia stato creato con dati indicati per la 
fattispecie che in concreto viene in rilievo e qua-
li dati abbiano maggiore peso nell’elaborazione di 
una determinata risultanzaFF.

Occorre, inoltre, porre il rilievo che la possibile 
acquisizione della disponibilità del codice sorgen-
te del so&ware utilizzato non può di certo com-
portare una ostensione indiscriminata, laddove si 
consideri che l’accesso del privato interessato viene 
garantito ove esso risulti indispensabile per la tute-
la in giudizio di interessi giuridicamente rilevantiFG.

Sembrerebbe, pertanto, emergere una scis-
sione tra il principio di trasparenza algoritmica – 
che costituisce un riferimento costante che trova 
piena realizzazione anche mediante gli obblighi 
di pubblicazione nella “sezione amministrazione 
trasparente” – e l’accesso al codice sorgente in cui 
le esigenze conoscitive in ordine alle logiche sot-
tese al processo decisionale automatizzato rendo-
no necessario un bilanciamento tra gli interessi 
contrapposti, in particolare tra le garanzie di dife-
sa e i diritti di proprietà intellettuale, diritti che 
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assumono una fondamentale rilevanza nel conte-
sto dello sviluppo di modelli innovati per la pub-
blica amministrazioneF6.

Conseguentemente, mentre ciascun operatore 
economico coinvolto nella procedura di gara potrà 
conoscere dell’esistenza di processi decisionali fon-
dati su sistemi di automazione e acquisire infor-
mazioni signi!cative sulle logiche sottese, non 
è chiaro, invece, entro quali limiti sarà possibile 
accedere al codice sorgente, né con quali modalità 
potrà esercitarsi tale diritto in presenza di percorsi 
motivazionali che non sono ricostruibili ex post. 

Con riguardo, invece, all’inserimento, già negli 
atti di indizione delle gare, di clausole contenen-
ti prestazioni di assistenza e di manutenzione per 
scongiurare la presenza di errori o per porvi tem-
pestivamente rimedio, va evidenziato che si tratta 
di una previsione con cui il legislatore, nel consi-
derare insuNciente un giudizio – cristallizzato al 
momento dell’acquisto – sulla valenza del mecca-
nismo di intelligenza arti!ciale utilizzato, richie-
de di individuare dei presidi – anche tecnici – per 
intervenire sulle modalità concrete di utilizzazione 
dell’algoritmo; con ciò invitando il soggetto pub-
blico ad assicurare una supervisione costante sul 
livello qualitativo (oltreché quantitativo) del siste-
ma utilizzato per scongiurare il veri!carsi di e$etti 
pregiudizievoli. 

A ben vedere, si ria$erma sul piano esecutivo 
il principio secondo cui la stazione appaltante o 
l’ente concedente che vogliano servirsi di sistemi 
che consentano di utilizzare la decisione algoritmi-
ca debbano, in ogni caso, adottare quelle misure 
tecniche e organizzative per attuare un e$ettivo 
controllo, minimizzare i rischi e scongiurare che 
i fattori che determinano l’inesattezza dei dati non 
siano tempestivamente retti!cati.

C6, 7*%+33)=+*(#,#/%)B0)#3+,+,
0&*%/#%%),.$223)0)D,#'2)%&,
#..3)0#%)@&,+,./+1$..&1%)

Un tema di sicuro rilievo e dal quale scaturirà 
un ampio dibattito non appena le stazioni appal-
tanti e gli enti concedenti vorranno dare pienamen-
te applicazione al disposto di cui all’art. 30 d.lgs. n. 
36/2023 è quello relativo al perimetro applicativo 

46. F()in( 2023.
47. B-..ini–Guidi 2022.

dell’intelligenza arti!ciale con riferimento ai con-
tratti pubblici.

Prima di entrare in medias res si ritiene, tuttavia, 
fondamentale fornire una precisazione in ordine 
alla distinzione tra algoritmo e sistemi di intelli-
genza arti!ciale.

Il Consiglio di Stato con l’arresto n. 7D91 del 
2021 ha chiarito che tra algoritmo di trattamento e 
sistemi di intelligenza arti!ciale vi è una di$eren-
za di natura ontologica che ha rilievo con riguardo 
agli e$etti materiali prodotti e al regime applicabile. 

Nello speci!co alla nozione di algoritmo cor-
risponde una sequenza !nita di istruzioni e dal 
signi!cato univoco che possono essere eseguite in 
modo meccanico al !ne di consentire il raggiun-
gimento di un determinato risultato. Gli algorit-
mi, del resto, sono fondati su uno schema tipico 
che contempla tre momenti: input, elaborazione e 
risposta. Tale nozione, ove sia inserita all’interno 
di piattaforme tecnologiche, evoca sistemi di azio-
ne e di controllo che consentono di diminuire l’in-
tervento dell’agente umano. 

Trattandosi quindi di dare esecuzione ad istru-
zioni de!nite e non ambigue in presenza di spe-
ci!ci presupposti, la sequenza algoritmica vincola 
il sistema informatico all’esecuzione di operazioni 
già prestabilite.

Si è, invece, in presenza di un sistema di intel-
ligenza arti!ciale allorché l’algoritmo preveda dei 
meccanismi di machine learning in grado di ela-
borare un risultato non già sulla scorta di regole e 
parametri prede!niti, ma in virtù di nuovi criteri di 
inferenza tra i dati. Si realizza così un processo di 
apprendimento automatico che consente al siste-
ma di rielaborare i dati progressivamente acquisiti 
e di sviluppare le decisioni in autonomiaFI.

Ne consegue, pertanto, che con detti sistemi 
non si assiste alla mera esecuzione meccanica di 
determinate istruzioni sulla scorta di una sequen-
za algoritmica, ma si a$erma una capacità di 
autoapprendimento in grado di consentire un ade-
guamento costante. 

Detta distinzione, riportata sinteticamen-
te solo ai !ni del presente lavoro, è di supporto 
al !ne di perimetrare immediatamente l’ambito 
entro cui i sistemi di intelligenza arti!ciale pos-
sono avere un ruolo con riferimento ai contratti 
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pubblici e individuare – sulla scorta del citato art. 
30 – la tipologia di intelligenza che risulta più ade-
rente alle speci!che esigenze avvertite dalle stazio-
ni appaltanti. 

Orbene, un ambito in cui gli strumenti di auto-
mazione possono assumere un ruolo centrale è 
sicuramente quello relativo alla fase istruttoria 
delle procedure di evidenza pubblica con partico-
lare riguardo al momento della valutazione delle 
o$erte.

In merito va subito evidenziato che, giacché per 
la comparazione delle o$erte economiche si utiliz-
zano già formule alfanumeriche per il cui sviluppo 
l’intelligenza arti!ciale non è di supporto, è chiaro 
che un ampio spazio possa riconoscersi precipua-
mente con riguardo alla valutazione delle o$erte 
tecniche. 

Invece, per quanto si tratti di un dibattito di 
grande fascino, non sembrerebbe ipotizzabile, 
almeno nel breve termine e indipendentemente 
dai meccanismi illustrati nei paragra! precedenti, 
poter procedere ad e$ettuare scelte discreziona-
li tramite il ricorso a veri e propri provvedimenti 
automatizzati. 

Volendo, pertanto, so$ermarsi sulla valutazione 
delle o$erte tecniche, i modelli di intelligenza arti-
!ciale più adeguati alle speci!che !nalità perse-
guite sembrerebbero essere quelli basati sui Large 
Language Models (LLMs).

Si tratta, più in particolare, di modelli caratte-
rizzati dalla capacità di elaborare un riscontro pres-
soché immediato e apprezzati per la qualità degli 
esiti forniti grazie ad adeguati input sorgenti (c.d. 
prompt) in grado di generare una sequenza di dati 
e codici corrispondenti alle !nalità perseguiteF8.

Nell’ambito di tali modelli possiamo considera-
re Gopher, OPT4, LaMDA, GPT-3 e PaLM. 

Tutto ciò premesso, il conseguimento di risul-
tanze conferenti, eNcaci e in ogni caso orientate 
allo scopo perseguito con riferimento agli appalti 
pubblici richiedono la sussistenza di due presup-
posti indefettibili.

Viene in primo luogo in rilievo il training, ovve-
ro il sistema di addestramento orientato su una 
attività istruttoria prede!nita. 

Detto presupposto richiede che sia svilup-
pato un adeguato modello di apprendimento 

4D. P-suAAi 2022.
49. C()in,-..(–C()/on-–Rov-..i 2024.

automatico (machine learning) o addirittura di 
apprendimento profondo tramite reti neurali 
(deep learning) in grado consentire lo sviluppo 
automatico di abilità e conoscenze; con ciò svilup-
pando anche una autonomia di azione rispetto ai 
controlli umani che potrebbe alimentare plurime 
problematiche. Tanto più ove si consideri che il 
grado di autonomia variabile, proprio di tali siste-
mi, potrebbe essere tendenzialmente assoluto. 

È pur vero, tuttavia, che detta forma di auto-
nomia trova la sua fonte nel contesto in cui detti 
sistemi operano e che quest’ultimi sono addestra-
ti sulla scorta degli input forniti, per cui gli esiti 
che se ne ricavano risentono a livello qualitativo 
dell’ambiente che li plasma.

Ne consegue che – al !ne di prevenire eventuali 
riscontri asseritamente discriminatori o comun-
que errati, limitati e parziali – non bisogna so$er-
marsi principalmente sulla tipologia di algoritmo 
adoperato, bensì sull’ambiente e sui dati che al 
momento dell’addestramento possano ritenersi 
suNcientemente adeguati in termini quantitativi e 
qualitativi. 

Il secondo presupposto indefettibile evoca, 
invece, la predisposizione di un sistema di gover-
nance adeguato o, meglio, di presidi volti ad e$et-
tuare dei controlli e delle veri!che penetranti sia 
ex ante che ex post. Un presidio preventivo eN-
cace consente, del resto, di favorire le condizioni 
ottimali per addestrare il sistema in un ambiente 
adeguatoFL.

Nell speci!co si ritiene che al soggetto respon-
sabile della gestione del meccanismo di automa-
zione spetti altresì piani!care l’organizzazione di 
strutture ad hoc con cui attuare gli obblighi di sor-
veglianza umana, nonché gestire le procedure di 
reclamo e di ricorso. 

La prospettiva, in particolare, è duplice: a) in 
un’ottica preventiva è necessario predisporre un 
piano di valutazione dettagliato che, nel raccoglie-
re le informazioni necessarie e nel descrivere l’im-
patto che sotto il pro!lo qualitativo e quantitativo 
può avere il sistema di intelligenza arti!ciale, indi-
vidui altresì le misure e gli strumenti per mitigare 
i rischi con particolare riferimento ai diritti fon-
damentali astrattamente pregiudicati dal concreto 
uso del predetto sistema; b) in un’ottica di controllo 
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e veri!ca elaborare un presidio per il monitoraggio 
continuo volto a misurare l’adeguatezza e l’eNca-
cia del sistema nel tendenziale rispetto dei principi 
esposti in precedenza.

La necessità di e$ettuare una valutazione d’im-
patto preliminareGM sul sistema concretamente 
utilizzato in relazione al contesto in cui opera è 
un modello che sul piano europeo ha già trovato 
applicazione in altri settori sensibili. Si pensi al 
Regolamento D5/337/CEE in ordine alla valutazio-
ne d’impatto ambientale, all’art. 35 del Regolamen-
to (UE) 2016/679 sulla valutazione d’impatto sulla 
protezione dei dati derivante dal ricorso alle nuove 
tecnologie, ma anche alle tecniche proprie della 
prevenzione e del contrasto alla corruzione.

Detta forma di precauzione richiede, tra l’altro, 
la predisposizione di misure ra$orzate, in parti-
colare allorché si ricorra a sistemi di intelligenza 
arti!ciale ad alto rischio con i quali aumentano le 
possibilità di assistere ad ipotesi di discriminazio-
ne algoritmica là dove non siano operati controlli, 
veri!che o smentite adeguati. Individuare dei rigo-
rosi presidi di controllo consente, invero, di miglio-
rare e vagliare l’eNcacia del sistema, ma anche di 
legittimarne l’utilizzo, fermo restando che le s!de 
poste dalle tecnologie abilitanti 4.0 impongono di 
individuare soluzioni che vadano oltre i sistemi di 
controllo e di veri!ca di tipo tradizionale ricor-
rendo, se del caso, anche ad enti terzi certi!catori 
che possano o$rire servizi di conformità dei dati o 
e$ettuare una veri!ca sul sistema dei presidi e del-
le pratiche di addestramento, convalida e prova dei 
dati. Sotto quest’ultimo pro!lo assume speci!co 
rilievo la pubblicazione della ISO/IEC 42001:2023 
che – nella prospettiva del pieno recepimento 
dell’AI Act europeo e dell’Executive Order on Safe, 
Secure, and Trustworthy Arti!cial Intelligence ema-
nato dal governo USA il 30 ottobre 2023 – intende 
garantire il rispetto dei diritti fondamentali, della 
riservatezza e della sicurezza della generalità dei 
consociati favorendo la predisposizione di mecca-
nismi e di presidi di controllo modellati in concre-
to sugli speci!ci sistemi algoritmici adottati e sulle 
esigenze dell’apparato che faccia richiesta della 
certi!cazione. L’idea è, in sintesi, quella di creare 
un Sistema di Gestione dell’Intelligenza Arti!ciale 
(AIMS, Arti!cial Intelligence Management System) 

50. RuCCo.o 2021. 
51. Musti 2024.

che, oltre ai già previsti standard di interoperabi-
lità introdotti dalla più recente disciplina europea, 
garantisca altresì il rispetto delle altre norme ISO 
già esistenti, valorizzando i processi di veri!ca e di 
controllo, nonché la sicurezza dei sistemi algorit-
mici basati sull’IA. Si tratta, a ben vedere, si fornire 
adeguate garanzie con riferimento ai meccanismi 
di automazione decisionale, al ricorso a metodo-
logie non veri!cate di analisi con dataset basati 
sull’IA, nonché a processi di apprendimento che 
non sempre appaiono prevedibili.

Per tali ragioni, anche con riguardo alle speci-
!che tecniche ex art. 79 e all. II.5 del Codice dei 
contratti pubblici, è altresì auspicabile che il siste-
ma, prima di essere utilizzato nelle procedure di 
gara, sia certi!cato in relazione al contesto in cui 
è avvenuto l’addestramento, all’adeguatezza ed alla 
rappresentatività dei dati. 

Se da un punto di vista procedurale non è pere-
grino ipotizzare strutture ad hoc che contemplino 
dei meccanismi di audit o di veri!ca della per-
formance nel corso del ciclo di vita del contratto 
con particolare riguardo all’esecuzione dello stes-
so, sotto il pro!lo sostanziale è però necessario 
valorizzare quei sistemi di intelligenza arti!ciale 
che siano caratterizzati da trasparenza e adeguata 
accuratezza, nonché da seri presidi idonei a depu-
rarli dai potenziali fenomeni di discriminazione 
algoritmica. 

È opportuno, più in particolare, che i dataset 
utilizzati siano di elevata qualità ai !ni dell’adde-
stramento e siano mirati al perseguimento del-
la !nalità indicata senza essere coinvolti in usi 
impropri. Il rischio, del resto, è precipuamente 
quello di alimentare delle distorsioni intrinse-
che utilizzando dati storici che possano generare 
discriminazioniG1.

In si$atta ipotesi le risultanze elaborate dai 
sistemi risentono di tali distorsioni intrinseche e 
!niscono progressivamente per ampli!care quello 
che è un vizio genetico degli stessi. 

Non è un caso, dunque, se i sistemi di intelli-
genza arti!ciale ad alto rischio sono stati oggetto 
di particolare attenzione da parte del Regolamen-
to (UE) 2024/16D9 che, nella prospettiva che sia 
predisposto un apparato in grado di controlla-
re, validare o smentire le decisioni automatizzate, 
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all’art. 14 impone forme di supervisione in modo 
proporzionale ai rischi connessi alla salute, alla 
sicurezza ed ai diritti fondamentali che possono 
venire in rilievo.

Il legislatore europeo, conseguentemente, sem-
bra orientarsi in senso negativo in ordine all’am-
missibilità dei sistemi di apprendimento profondo 
(deep learning), sistemi che si connotano per il 
loro essere privi di qualsiasi apporto o intervento 
umano. 

Con riguardo, invece, alle attività ad alto 
rischio, prima facie e sulla scorta di una analisi che 
si so$erma sul mero dato normativo, il settore dei 
contratti pubblici non dovrebbe rientrare in detta 
categoria. 

L’art. 6 del citato regolamento europeo, del 
resto, a conferma di quanto detto, tra le attività 
ad alto rischio non fa rientrare gli appalti pubbli-
ci. Una veri!ca sostanziale e in concreto sull’ope-
rato di una stazione appaltante, tuttavia, potrebbe 
condurre ad una considerazione del tutto inversa, 
soprattutto con riferimento ad attività valutative 
intrinseche su fatti o disposizioni normative che 
importino conseguenze inerenti la gestione ed il 
funzionamento delle infrastrutture digitali critiche, 
alla prestazione e servizi pubblici e privati essen-
ziali. A titolo esempli!cativo, si pensi alla fornitura 
di gas, energia elettrica ed acquaG2.

Nell’ambito dei contratti pubblici è – si ripe-
te – imprescindibile consentire lo sviluppo pieno 
di un ambiente adeguato ed attivare un sistema di 
supervisione che favorisca la restituzione di output 
logici e corretti che, in caso contrario, conforme-
mente al Regolamento (UE) 2024/16D9, vengano 
smentiti in seguito a controlli e veri!che e$ettuati 
da sorveglianti umani con un “livello suNciente di 
alfabetizzazione”.

In sostanza, il sistema di governance dovrebbe 
consentire di individuare preventivamente i rischi 
e predisporre i meccanismi per limitare gli e$etti 
pregiudizievoli e le conseguenze negative derivanti 
dal sistema di intelligenza arti!ciale. 

Tale esigenza, del resto, è condivisa anche dal 
legislatore europeo nel citato Regolamento, seb-
bene quest’ultimo si sia so$ermato sui rischi di 

52. C(ss(no–T)iEodi 2024.
53. B-.is()io–C(ss(no 2023.
54. Il gruppo denominato Procurement for AI community ha sviluppato due distinte proposte con riguardo alle 

clausole standard da inserire nei contratti pubblici.

discriminazione algoritmica e sulla violazione dei 
diritti individuali senza riconoscere la necessaria 
centralità ai rischi – derivanti dal malfunziona-
mento del sistema di intelligenza arti!ciale – cor-
relati alla restituzione di dati erronei e/o parziali 
che non è più possibile controllare.

E6, !+,F03#$1&3+,%).&G,-+33#,H&'')11)&*+,
+$/&.+#,*+),/#..&/%),%/#,1&==+%%),
.$223)0),+,;&/*)%&/),./)@#%)

Al !ne di promuovere la di$usione di meccanismi 
di automazione caratterizzati, almeno in linea di 
principio, da aNdabilità e trasparenza, la Commis-
sione europea – già prima che fosse approvato il 
Regolamento (UE) 2024/16D9 – ha ritenuto oppor-
tuno ipotizzare delle clausole negoziali standard 
per promuovere l’acquisto e l’utilizzo di detti mec-
canismi. Pur non essendo contenute in un docu-
mento uNciale dell’Unione europea, a prescindere 
dal contenuto e dalla necessità di aggiornare le 
clausole in commento, esse costituiscono un vir-
tuoso tentativo – almeno nelle intenzioni dei pre-
disponenti – di fornire uno strumento utile ai !ni 
della regolazione dell’acquisto dei sistemi di intelli-
genza arti!ciale da parte di operatori pubblici. 

Al riguardo taluni osservatori hanno richiama-
to il valore normativo delle clausole d’uso in consi-
derazione del ruolo che il soggetto pubblico riveste. 
In prospettiva, dunque, a seconda dei casi concre-
tamente in rilievo, la disciplina dei provvedimenti 
di regolazione potrà essere recepita o mutuata in 
speci!che clausole !no a divenire vere e proprie 
prassi negozialiG3.

Le clausole ipotizzate dalla Commissione euro-
pea, in particolare, sono ascrivibili a due distinti 
modelli, de!niti completi o leggeri a seconda che 
coinvolgano o meno sistemi di intelligenza arti-
!ciale ad alto rischioGF. Conseguentemente l’in-
quadramento di un meccanismo di automazione 
tra i sistemi ad alto rischio comporta da parte del 
contraente pubblico una diversa modulazione del 
regolamento negoziale sulla scorta della necessità 
di adottare maggiore cautela.

Tanto premesso, prima di analizzarne i trat-
ti salienti con riguardo ad alcune clausole tipo, 
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va considerato che si tratta in genere di clausole 
caratterizzate da contenuti generici e inde!niti che 
non consentirebbero – in ogni caso – un e$ettivo 
supporto. 

Di fatto dette clausole non si connotano né per 
il contenuto regolatorio compiuto, né per essere 
un supporto idoneo per rispondere alle esigenze e 
alle !nalità di cui pure cercano di tener conto. Di 
contro sono gli operatori di mercato che si trova-
no in una posizione di supremazia tecnologica tale 
da poter esprimere un potere negoziale in grado 
di imporre clausole che potrebbero incidere sulla 
tutela dei diritti fondamentali pregiudicati dai pro-
cessi decisionali.

Nello speci!co si consideri che, in riferimento 
al modello ad alto rischio, si richiede di introdurre 
una clausola con cui il fornitore si obbliga a favo-
rire la comprensione del contraente pubblico sul 
funzionamento del sistema di intelligenza arti!cia-
le, nonché a fornire ogni informazione che si renda 
utile con riferimento altresì alle speci!che tecniche 
e ad illustrare il ragionamento seguito dal sistema 
per pervenire ad una determinata decisione. 

Ebbene, pur nella prospettiva di garantire il 
principio di trasparenza, nel documento della 
Commissione europea non ci si so$erma sui requi-
siti tecnici minimi richiesti, né vi è alcun accenno 
all’obbligo di rendere disponibili i codici sorgente, 
i dati utilizzati e la documentazione di supporto. 

Altro tema è poi quello relativo alle clauso-
le relative alla “riserva di umanità” che, tuttavia, 
importano considerazioni del tutto speculari a 
quelle testé esposte. Quest’ultima tipologia di clau-
sole impone che il sistema di intelligenza arti!ciale 

– in misura progressivamente maggiore a seconda 
dei rischi che potrebbero emergere – sia progettato 
e sviluppato in modo da garantire sotto il pro!lo 
sostanziale un e$ettivo, pertinente ed adeguato 
controllo del preposto umano. La clausola in que-
stione, così come congegnata, pur ponendo in luce 
un aspetto centrale, !nisce per essere meramente 
pleonastica, ove si limita a richiamare un princi-
pio generale che informa l’utilizzo dell’intelligenza 
arti!ciale rinviando a de!nizioni dal contenuto 

55. L’attuazione del PNRR è scandita da tempistiche stringenti e prevede alcuni step intermedi distinguendo tra 
milestone (traguardi) e target (obiettivi). Con le prime si misurano i traguardi qualitativi (ad esempio le rifor-
me legislative o l’operatività di un sistema informativa) mentre i secondi considerano gli obiettivi quantitativi 
misurati tramite indicatori ben speci!cati (l’aggiudicazione di una gara, l’acquisto di una fornitura, l’esecuzione 
di lavori).

indeterminato quale è quello di proporzionalità ed 
e$ettività. 

Sarebbe, per tale motivo, auspicabile individua-
re dei requisiti tecnici e organizzativi minimi al 
!ne di valorizzare in concreto sul piano negoziale 
il principio generale che vieta che le decisioni sia-
no adottate esclusivamente mediante l’utilizzo di 
strumenti di automazione in assenza di un contri-
buto umano. 

È quest’ultima, del resto, una delle principali 
questioni che dovrà a$rontare l’autorità ammini-
strativa indipendente che, nell’esercizio del proprio 
potere regolatorio, dovrà individuare degli ele-
menti di concretizzazione per facilitare lo svilup-
po delle nuove tecnologie nel settore dei contratti 
pubblici. 

I6, H&*%/#%%),.$223)0),+,+1.+/)+*(+,@)/%$&1+

Come si è già avuto modo di precisare, l’ambito 
in cui le nuove tecnologie possono esprimere le 
maggiori potenzialità con riferimento ai contratti 
pubblici è sicuramente legato alla fase istruttoria e 
alla valutazione delle o$erte tecniche. Sebbene al 
momento gli sviluppi cui assisteremo di qui a breve 
risultano essere imprevedibili, è pur vero che è ben 
possibile analizzare le sperimentazioni già avvia-
te da parte di taluni soggetti che direttamente o 
indirettamente, nell’espletamento delle loro attività 
istituzionali, sono coinvolti nei contratti pubblici. 
Risulta, pertanto, di grande interesse dar conto 
delle esperienze più virtuose che si sono registra-
te nell’utilizzo delle procedure automatizzate con 
riguardo al tema de quo anche al !ne di vagliare 
l’adeguatezza dei presidi che sono stati individuati 
dal legislatore. 

I656,73,/$&3&,-+33#,0+*%/#3+,-"#0J$)1%&,*#()&*#3+,
-+33#,.$223)0#,#'')*)1%/#()&*+

Il Piano Nazionale di Ripresa e Resilienza (PNRR) 
tramite la riforma Recovery Procurement Platform 
e, in particolare, il targetGG M1C175 ha riguardato 
la digitalizzazione degli appalti pubblici, come si 
è avuto modo di illustrare. Ciò ha favorito l’inte-
roperabilità tra la piattaforma di e-Procurement ed 
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i servizi centralizzati di Anac, l’individuazione di 
nuove modalità di autenticazione degli operatori 
economici e, in particolare, la creazione di un nuo-
vo fascicolo virtuale dell’operatore economico che 
garantisce un accesso costante, la disponibilità del 
fascicolo di gara e l’espletamento dei controlli in 
ordine al possesso dei requisiti di partecipazioneG6.

La digitalizzazione integrale delle procedure 
d’acquisto richiede che gli operatori economici 
ricevano una speci!ca abilitazione digitale, pos-
sano partecipare a sessione d’asta digitali e – per 
quanto d’interesse ai !ni del presente lavoro – sia-
no utilizzati sistemi di machine learning per il 
monitoraggio e l’analisi delle tendenze, nonché 
un’assistenza costante con chatbot e status chain. 

Consip s.p.a., da centrale d’acquisto naziona-
le della pubblica amministrazione, è dunque tra i 
principali soggetti destinatari della riforma ed ha 
avuto modo, per tale ragione, di sviluppare inizia-
tive che potrebbero fungere da modello per altre 
sperimentazioniGI.

Nello speci!co si è intervenuti sul servizio di 
assistenza e di supporto (c.d. CRM, acronimo di 
Customer Relationship Management) con un mec-
canismo di chatbot evoluto che costituisce il canale 
di comunicazione utilizzato dai soggetti coinvolti 
nelle procedure di appalto pubblico ed è !naliz-
zato a rendere questi ultimi autonomi nella riso-
luzione delle problematiche che possono di volta 
in volta emergere. Le funzionalità di cui dispone 

56. Si attua un’integrazione funzionale della piattaforma di e-Procurement con la Piattaforma Contratti Pubblici 
(PCP) di Anac in ossequio a quanto previsto dal d.lgs. n. 36/2023.

57. Vedi artt. 7, 12, 21, 29 del d.lgs. n. 36/2023. AgID ha predisposto le Regole tecniche per l’interoperabilità tra 
le piattaforme ed il relativo processo di certi!cazione completato il 26 settembre 2023. Consip ha ottenuto la 
certi!cazione prevista ed è stata iscritta nel registro gestito dall’Anac. Dal primo gennaio 2024 tutte le fasi del 
ciclo di vita dei contratti pubblici sono gestite in modalità digitale grazie all’integrazione dei servizi esposti sulla 
Piattaforma Digitale Nazionale Dati (PDND).

5D. L’iniziativa è stata illustrata a ForumPA, evento tenutosi a Roma al palazzo dei Congressi dal 21 al 23 maggio 
2024.

59. O)oCino 2022.
60. Il sistema, che consente una analisi del MEPA (Mercato elettronico della pubblica amministrazione), è stato 

sviluppato a partire dalla !ne del 2021. Il MEPA, introdotto con il d.p.r. n. 101/2002, permette alle amministra-
zioni pubbliche di ricorrere alle procedure telematiche per l’acquisto di beni e servizi sottosoglia. Si tratta di 
uno strumento che rende più trasparenti, semplici e rapidi i processi di acquisto garantendo al contempo la 
massima partecipazione degli operatori economici. Consip interviene sia in fase di predisposizione delle con-
dizioni generali di forniture che per la de!nizione delle categorie merceologiche e l’abilitazione degli operatori 
economici.

61. Si rinvia all’accordo quadro sottoscritto il 2 agosto 2024 2024 da Consip con AgID – Agenzia per l’Italia Digitale.

detto chatbot sono, peraltro, in grado di e$ettuare 
un’attività di analisi e monitoraggio delle interazio-
ni occorse con gli utenti e, tramite una pro!lazio-
ne dei dati, di ottimizzare le iniziative di customer 
careG8.

Si è, in secondo luogo, ritenuto di adottare tec-
nologie avanzate di intelligenza arti!ciale ricor-
rendo ad un sistema (MePaWatch)GL in grado di 
rielaborare le informazioni acquisite tramite le 
transazioni, avvenute nell’ultimo triennio, e$et-
tuate da soggetti pubblici e da operatori economici 
sul mercato elettronico della pubblica amministra-
zione6M. Detta applicazione, grazie al machine lear-
ning ed agli indicatori comportamentali, è in 
grado di monitorare le condotte ritenute virtuose 
che periodicamente vengano in rilievo e di analiz-
zare l’eventuale sussistenza di occorrenze che non 
siano in linea con il Codice dei contratti pubblici61.

Nello speci!co si può ritenere che si tratti di un 
modello previsionale che, grazie ai sistemi di intel-
ligenza arti!ciale, è in grado di analizzare i dati 
storici relativi alle iniziative di acquisto e – sotto 
il pro!lo dinamico – i trend in atto, segnalando l’e-
ventuale presenza di violazioni o situazioni lesive 
per i principi della concorrenza, del mercato e del-
la trasparenza, nonché fenomeni corruttivi. Detta 
analisi permette, dunque, di adottare le dovute 
azioni correttive, laddove emergano comporta-
menti non previsti e fattori di rischio.
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Il machine learning, dunque, favorisce l’ado-
zione di modelli predittivi innovativi e lo svilup-
po di analisi quantitative che consentono, tramite 
una valutazione fondata su un calcolo statistico e 
sul criterio della probabilità, di attivare un alert in 
presenza di comportamenti non ritenuti conformi 
ai principi generali che regolano il mercato. Ciò 
dovrebbe determinare due conseguenze positive: 
da una parte, sempli!cherà le decisioni e la parte-
cipazione delle pubbliche amministrazioni e degli 
operatori economici anche per gli acquisti sottoso-
glia, dall’altra, faciliterà la tempestiva adozione dei 
correttivi che si renderanno necessari62.

Tra i dati statistici che possono essere oggetto 
di attenzione ci sono, in particolare, quelli relativi 
ad aspetti speci!ci delle !gure apicali o agli ammi-
nistratori dei soggetti coinvolti nelle procedure 
di gara (si pensi ai legami di parentela, ad even-
tuali incarichi politici ricoperti o alla titolarità di 
quote azionarie o partecipazioni in altre società), 
ai ribassi d’asta o$erti o al dato storico dei tassi di 
partecipazione alle procedure di gara. 

Originale è poi la previsione di gra!ci di relazio-
ni che, utilizzando funzioni predittive e ricorrendo 
a tecniche di Social Network Analysis, siano in gra-
do di individuare la costituzione di community di 
operatori economici al !ne di evitare fenomeni che 
possano alterare il mercato e la concorrenza.

I686,!#,1.+/)'+*%#()&*+,-),K&=+),16.6#6

Appare degno di nota so$ermarsi, seppure breve-
mente per le esigenze di sintesi proprie del presen-
te lavoro, sulla sperimentazione avviata da Sogei, 
società in house del Ministero dell’Economia e 
delle Finanze, con riguardo alla gestione della fase 
istruttoria e, nella specie, alle richieste di subappal-
to che si inseriscono all’interno delle procedure di 
gara. 

Si tratta, a ben vedere, di un progetto che mira 
ad assistere l’uNcio legale nella procedura di veri-
!ca, in genere complessa e macchinosa, sulla sussi-
stenza dei presupposti di legge e nelle conseguenti 
determinazioni da assumere nei confronti di un 
appaltatore che voglia ricorrere al subappalto.

62. Dati riportati nel documento Consip del 19 dicembre 2022 relativo alle attività di monitoraggio e rendicontazio-
ne per il PNRR.

63. L’iniziativa è stata illustrata a ForumPA, evento tenutosi a Roma al palazzo dei Congressi dal 21 al 23 maggio 
2024.

64. Sul proprio portale Sogei ha pubblicato i documenti da produrre per ottenere l’autorizzazione al subappalto.

La !nalità è quella di automatizzare le fasi di 
lavorazione consentendo al contempo un control-
lo eNcace e analitico sia in ordine alla mera sus-
sistenza della documentazione indispensabile per 
gestire l’eventuale autorizzazione al subappalto, sia 
in ordine al suo contenuto e alla sua correttezza.

Il sistema di intelligenza arti!ciale basato sul 
Natural Language Processing (NLP) è la tecnologia 
che supporta i soggetti preposti al controllo e alla 
veri!ca della documentazione in grado di segnala-
re loro, tramite appositi sistemi di alert, la presenza 
di anomalie o di aspetti controversi.

Detta tecnologia, programmata sulla scorta 
delle speci!che !nalità perseguite secondo la spe-
rimentazione attivata da Sogei, prevede che l’ap-
paltatore per via telematica debba, in particolare, 
produrre il contratto di subappalto contenente tut-
te le clausole espressamente richieste, nonché altra 
documentazione quale la dichiarazione dell’appal-
tatore e del subappaltatore, i richiesti certi!cati del 
casellario giudiziale, la dichiarazione antima!a e 
quella sostitutiva relativa all’iscrizione alla Camera 
di commercio63.

Si tratta evidentemente di un’attività defatigan-
te – caratterizzata da ripetitività e laboriosità – che 
richiede di veri!care ogni allegato e !rma digita-
le apposta con riguardo alla validità e all’e$etti-
vo potere di rappresentanza di chi abbia apposto 
la sottoscrizione, l’analisi approfondita del con-
tenuto della documentazione prodotta e della 
conformità della situazione di fatto rispetto alle 
suddette dichiarazioni, nonché la valutazione di 
eventuali richieste di chiarimento o integrazione 
documentale. 

Il modello sperimentato da Sogei è di supporto 
proprio con riguardo alla suddetta attività e – gra-
zie a sistemi di intelligenza avanzata – favorisce 
un’analisi automatica e immediata della documen-
tazione nel suo complesso con un risparmio di 
risorse e tempi, ma anche con una riduzione dra-
stica del margine di errore.  

Occorre, inoltre, soggiungere che l’analisi del 
contenuto dei documenti6F viene facilitata dalla 

• 513 •



!"#!$%&'(#)!#(%&
!"#$%&'#()&*+,-+),./&0+11),*+),0&*%/#%%),.$223)0)

!"%K"$

circostanza che gli operatori economici devono 
compilare dei modelli preimpostati. 

Questa circostanza consente al sistema di intel-
ligenza arti!ciale utilizzato di analizzare (recte: 
comprendere) più facilmente un testo. 

L’interfaccia di validazione utilizzata, tra l’altro, 
consente all’operatore umano di apportare modi!-
che e correzioni o approvare del tutto l’analisi e$et-
tuata automaticamente. 

Il citato modello, grazie al riconoscimento e 
alla lettura dei contenuti testuali, si rivela pertan-
to uno strumento fondamentale per la veri!ca di 
conformità dei documenti allegati e – consentendo 
di ottimizzare le attività portate avanti dall’uNcio 

– persegue obiettivi di ottimizzazione delle proce-
dure di controllo 

Sebbene la sperimentazione sia stata avviata 
con riguardo all’ipotesi di subappalto, ci si aspetta 
che i risultati incoraggiati già riscontrati – anche 
in ordine alla tempestiva acquisizione della docu-
mentazione integrativa rispetto ad un’allegazio-
ne che sia risultata incompleta – consentiranno 
di estenderne l’ambito di applicazione anche con 
riguardo ad altre attività. 

Si pensi alla attività di protocollazione e conser-
vazione delle comunicazioni pervenute, delle fattu-
razioni e dei pagamenti, e comunque all’acquisizione 
di dichiarazioni provenienti da soggetti esterni.

Le potenzialità di tale sperimentazione, del 
resto, dovranno essere sviluppate alla luce del-
la considerazione che – quando sarà operativo il 
fascicolo virtuale dell’operatore economico e vi sarà 
piena interoperabilità dei sistemi con riguardo alla 
digitalizzazione all’intero ciclo di vita degli appalti 
pubblici – utilizzare un sistema di NLP6G potrebbe 
consentire una veri!ca pressoché immediata sulle 
domande e sulla sussistenza dei requisiti di parteci-
pazione alla procedura di evidenza pubblica. 

Detto sistema di intelligenza arti!ciale avrebbe, 
cioè, un ruolo fondamentale anche nella fase di 
aNdamento. 

L6, 73,/)0&/1&,#33#,23&0M0:#)*

Lo sviluppo della blockchain è sicuramente uno 
dei progetti più interessanti attualmente in fase di 
studio. 

65. La nozione di NLP (Natural Language Processing) richiama algoritmi di intelligenza arti!ciale capaci di analiz-
zare e comprendere il linguaggio naturale.

66. M(,nuson 2020.

Essa, come è noto, è una tecnologia in grado di 
creare e gestire registri digitali distribuiti e sicuri. 
Nello speci!co, tramite un registro decentralizzato 
e immutabile che tiene traccia delle c.d. transazio-
ni in modo sicuro e trasparente, ciascuna infor-
mazione viene organizzata in blocchi collegati in 
modo crittogra!co. I vantaggi sono molteplici per 
sicurezza, conservazione e immutabilità, riserva-
tezza e trasparenza dei dati, nonché per la preven-
zione da eventuali manipolazioni66.

La blockchain, pertanto, è una soluzione fun-
zionale alla gestione delle infrastrutture digitali 
delle pubbliche amministrazioni in quanto age-
vola la conservazione e la certi!cazione delle 
informazioni.

Con riguardo poi alle procedure di gara, la rea-
lizzazione di una piattaforma veri!cata presenta 
ulteriori vantaggi del tutto evidenti dovuti alle cir-
costanze che l’utilizzo di registri distribuiti rispon-
de parimenti alle comuni esigenze di sicurezza, 
trasparenza, immutabilità. riservatezza e conser-
vazione dei suddetti dati, ma è altresì in grado di 
preservare la concorrenza e il mercato.

È, peraltro, nella prospettiva della transizio-
ne digitale e della conseguente riforma del siste-
ma nazionale di e-Procurement che il PNRR ha 
di fatto imposto l’implementazione dei sistemi di 
conservazione e certi!cazione dei dati immessi 
in occasione del coinvolgimento in procedure di 
appalto pubblico mediante il ricorso alla tecnolo-
gia blockchain. 

All’uopo nel 2023 è stato avviato uno studio di 
fattibilità per individuare i supporti infrastruttura-
li e i requisiti di so&ware che si rendano indispen-
sabili per assicurare la conservazione di tutte le 
informazioni inserite nelle procedure di gara che 
orbitano sulla piattaforma Acquistinretepa.it. 

Si tratta, a ben vedere, di un progetto pilota con 
!nalità sperimentali che in prospettiva vuole esten-
dersi ad altri ambiti e realizzare una rete infrastrut-
turale, fondata sulla tecnologia blockchain, per la 
conservazione e la certi!cazione dei dati per tutte 
le procedure di gara.

Al netto dello sforzo in termini di complessità 
organizzativa e infrastrutturale, nonché della rile-
vanza dei vincoli normativi relativi soprattutto alla 
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tutela della riservatezza e alla sicurezza dei dati, l’o-
biettivo è quello di realizzare un sistema che sia in 
possesso di speci!che funzionalità per la conserva-
zione e la certi!cazione delle operazioni e$ettuate 
sulla predetta piattaforma.

Il complessivo eNcientamento del sistema tra-
mite il ricorso agli strumenti di crittogra!a più 
avanzati permette, tra l’altro, di ricostruire, in caso 
di guasti o anomalie, qual è stato il funzionamento 
della piattaforma nel corso della procedura di gara. 

Con ciò favorendo il tracciamento delle pro-
cedure, l’immediata disponibilità dei dati e dimi-
nuendo potenzialmente il contenzioso dinanzi al 
giudice amministrativo con riguardo alle esclusio-
ni dalle gare per il mancato invio della documenta-
zione richiesta entro il termine prestabilito. 

L’orientamento giurisprudenziale a$ermatosi al 
riguardo (Cons. Stato n. 7922/2019 e Cons. Stato 
n. D6/2020) ritiene, in particolare, che solo il mal-
funzionamento del sistema che abbia impedito il 
caricamento di detti documenti sia imputabile al 
gestore. Si pro!la, in tal modo, una distinzione tra 
rischio di rete e rischio di sistema secondo cui il 
primo consiste in un malfunzionamento tecno-
logico riconducibile a cali di eNcienza della rete, 
mentre il secondo evoca un malfunzionamen-
to della piattaforma di cui risponde la stazione 
appaltante. 

Ebbene, con la realizzazione di un sistema fon-
dato sulla tecnologia blockchain dei !le log, cia-
scun interessato potrebbe acquisire le informazioni 
necessarie e ricostruire se si è trattato di un rischio 
di rete o di un rischio del sistema al !ne di valu-
tare se promuovere o meno un giudizio avverso il 
provvedimento di esclusione dalla gara in seguito a 
mancata trasmissione dei documenti richiesti sulla 
piattaforma digitale6I.

In proposito merita di essere altresì osservato 
che nell’eventuale giudizio può ritenersi assolto l’o-
nere probatorio che incombe sulla stazione appal-
tante ove quest’ultima depositi semplicemente 
il !le log del sistema contenente il report tecnico 
delle azioni compiute dall’operatore economico 
ricorrente all’interno della piattaforma digitale con 
riguardo al periodo di interesse. 

Con riguardo al tema della tecnologia 
blockchain merita, inoltre, di essere analizzato 
quanto stabilito dall’art. 106 del d.lgs. n. 36/2023 

67. GBi(ni 2021.

rubricato “Garanzie per la partecipazione alla 
procedura”.

Detto articolo, più in particolare, al comma 3, 
nel disciplinare le modalità tramite cui le garanzie 
!deiussorie debbano essere rilasciate, prevede che 
le stesse vadano emesse e !rmate digitalmente, e 
che ciascuna di esse “deve essere altresì veri!cabile 
telematicamente presso l’emittente ovvero gestita 
mediante ricorso a piattaforme operanti con tec-
nologie basate su registri distribuiti”. 

Dal combinato disposto tra art. 30, già analiz-
zato in precedenza, e il terzo comma dell’art. 106 
in commento emerge, dunque, che si riconosce 
espressamente piena legittimità al ricorso alla tec-
nologia blockchain all’interno del sistema degli 
appalti pubblici. Le !nalità sono quelle di imple-
mentare la trasparenza, l’eNcienza e la certezza 
informatica.

Nello speci!co si persegue l’obiettivo del-
la dematerializzazione delle !deiussioni e della 
costruzione di un modello caratterizzato dall’inte-
roperabilità dei sistemi su cui sono attivi i sogget-
ti coinvolti nelle procedure di gara, nonché dalla 
condivisione della !liera dei processi e dall’auto-
mazione delle fasi di lavorazione con riferimento 
speci!co alle veri!che di autenticità delle garanzie. 
Tale modello – nell’ottica di una piena a$ermazio-
ne della tutela della concorrenza – consente peral-
tro di avere un controllo più eNcace verso possibili 
garanzie che risultino contra$atte.

La novella coinvolge, in particolare, gli opera-
tori economici, le pubbliche amministrazioni, le 
stazioni appaltanti e gli enti concedenti, nonché le 
società assicurative e bancarie con riguardo a tutto 
il ciclo di vita del contratto di garanzia che si inse-
risce in una procedura di gara. 

Sebbene si tratti esclusivamente di una parte 
delle !deiussioni emesse in favore delle pubbliche 
amministrazioni, è pur vero che la sperimentazio-
ne avviata con riguardo a quelle rilasciate nell’am-
bito dei contratti pubblici costituisce l’occasione 
per pensare ad un sistema più complesso che coin-
volga tutti i contratti di garanzia. 

Basti ricordare, a titolo esclusivamente esem-
pli!cativo, i contratti di !deiussione che vengono 
emessi con riferimento a taluni contributi agevo-
lati o a fondo perduto, i rapporti scaturenti dagli 
oneri di urbanizzazione, le garanzie relazionate ai 
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rimborsi !scali e a quelli che coinvolgono l’Agenzia 
delle Dogane per il pagamento dei diritti. 

La prospettata interoperabilità dei sistemi, dun-
que, può sicuramente indurre le amministrazioni 
pubbliche ad avviare una generale rimodulazione 
complessiva dei processi interni, fermo restando la 
tutela dei dati personali acquisiti nel rispetto della 
disciplina europea e nazionale di riferimento. 

In proposito va osservato che il Centro di ricer-
ca su Tecnologie, Innovazione e servizi Finanziari 
dell’Università Cattolica di Milano sta portando 
avanti uno studio sui registri distribuiti in riferi-
mento ai contratti di garanzia in collaborazione 
con attori pubblici, Banca d’Italia, Ivass, imprese, 
istituti bancari, società attive nel settore delle assi-
curazioni e Guardia di Finanza.

5N6, 4/&.&1%+,.+/,)3,./&11)'&,;$%$/&

Alla luce di quanto suesposto e con riferimento 
speci!co all’analisi della disciplina contenuta nel 
Codice dei contratti pubblici, si ritiene che – al 
!ne di conseguire una maggiore eNcienza in tutto 
il ciclo di vita delle procedure di gara – siano pluri-
mi gli sviluppi che potrebbero coinvolgere le nuove 
tecnologie. 

Il tema impone, in particolare, una riKessione 
sulla costituzione di sistemi interoperabili al !ne 
di consentire l’acquisizione e lo scambio di infor-
mazioni di cui sono in possesso i soggetti coinvolti 
delle procedure di gara.

Basti pensare ai documenti prodotti e conserva-
ti dalle grandi centrali di committenza, ma anche 
alla banca dati istituita presso l’Anac contenente i 
fascicoli virtuali degli operatori economici. 

Va al riguardo menzionato un applicativo, 
denominato Price68, già sperimentato dalla Guar-
dia di Finanza del Veneto per incrociare le infor-
mazioni acquisite da plurime banche dati. 

Si tratta di un vero e proprio catalogatore di 
dati che, grazie alla notevole quantità di informa-
zioni immesse e autonomamente analizzate, è in 
grado – tramite indicatori di rischio – di e$ettuare 
previsioni sugli operatori economici e di prevenire 
possibili illeciti.

Di fatto si tratta di un applicativo che acquisi-
sce informazioni relativamente all’avvio di nuove 

6D. Si fa riferimento al protocollo d’intesa sottoscritto tra Regione Veneto e Guardia di Finanza l’D febbraio 2022.
69. G(;-)o C(s(do 2023.

attività, aperture di sedi, composizione del Consi-
glio di amministrazione e patrimonio sociale. 

In generale si potrebbe ipotizzare di creare un 
supporto alla stazione appaltante e, nello speci-
!co, al RUP mediante la previsione di un vero e 
proprio assistente virtuale in grado di coadiuvarlo 
nella attività che potenzialmente possono essere 
delegate a sistemi complessi fondati sulle nuove 
tecnologie, in particolare quelle che fanno ricorso 
a sistemi di riconoscimento del linguaggio, mecca-
nismi di machine learning e reti neurali. 

Tale supporto, che potrebbe accompagnare il 
RUP dalla fase di progettazione !no all’esecuzione 
del contratto, potrebbe riguardare in particolare 
l’attività di controllo e di veri!ca della documenta-
zione acquisita segnalando anomalie e valutando-
ne la coerenza. 

In una prima fase sperimentale, con riguardo ai 
contratti pubblici, sarebbe poi possibile ragionare 
su singoli segmenti di attività, oppure esclusiva-
mente su singole fasi. 

Nella fase della programmazione i sistemi di 
intelligenza arti!ciale sono di fatto già in grado di 
e$ettuare indagini conoscitive sulla fornitura di un 
bene o sugli operatori che lo lavorano6L.

Tale attività preliminare è in grado di orientare 
la stazione appaltante nella fase di progettazione e 
nella predisposizione dell’elenco dei documenti e 
delle informazioni di cui ha bisogno. I sistemi di 
machine learning, tra l’altro, possono poi generare 
degli schemi relativi alla documentazione di gara, 
dai capitolati tecnici ai modelli di o$erta.

Nella fase di aNdamento, invece, sarebbe pos-
sibile utilizzare meccanismi di NLP per l’esame da 
parte della Commissione giudicatrice della docu-
mentazione prodotta.

Tale sistema, più in generale, è in grado di evi-
denziare e segnalare pressoché immediatamente la 
presenza di anomalie e di$ormità, ovvero la neces-
sità di acquisire delle integrazioni documentali.

Basti pensare ad esempio all’irregolarità delle 
!rme o alla mera veri!ca della sussistenza di taluni 
requisiti di partecipazione. 

La fase esecutiva del rapporto negoziale, al 
!ne di conseguire maggiore eNcienza e celerità 
nell’esercizio della azione amministrativa, potreb-
be, invece, essere segnata dall’introduzione degli 

• 516 •



!"#"$%&'"%&("&)&'*"'")+,!-&%".&'/'*"!"%%,'010203
!"#$%$%&'()*(('"+'

!"#%"$

smart contract e dal ricorso a sistemi avanzati di 
intelligenza arti!ciale per le veri!che sugli stati di 
avanzamento, la rendicontazione delle spese e i 
pagamenti in un quadro contraddistinto dall’inte-
roperabilità dei dati presenti nei database.

Tali piccole innovazioni sono in grado di 
apportare notevoli miglioramenti al ciclo di vita 
dei contratti pubblici in termini di risparmio e 
ottimizzazione delle risorse. 

L’ambito che, tuttavia, a parere di chi scrive, 
o$re maggiori potenzialità è quello relativo alla 
valutazione dell’o$erta tecnica (oltreché economi-
ca) per la scelta del contraente. 

Al riguardo è possibile rilevare che la stessa 
legge delega n. 7D/2022 – che ha trovato attua-
zione con il d.lgs. n. 36/2023 – ha espressamente 
richiesto che venissero introdotti degli strumenti 
di automazione per la valutazione delle o$erte da 
parte delle stazioni appaltantiIM ed ha, pertanto, 
riconosciuto un ampio perimetro di azione alla 
commissione – presieduta dal consigliere di Stato 
Luigi Carbone – che ha lavorato al nuovo Codice.

556, H&*03$1)&*)

A cento anni dalla prima trasmissione radio, appa-
re doveroso ricordare Guglielmo Marconi e l’inter-
vento in cui tenne a precisare che “le invenzioni 
sono per salvare l’umanità, non per distruggerla”I1.

In attesa che siano adottate le nuove direttive 
europee sugli appalti pubblici, è tuttavia indubbio 
che il nuovo Codice contenuto nel d.lgs. n. 36/2023 
o$ra al suo interno numerosi spunti interessanti e, 
per molti versi, capovolga le logiche sottese all’a-
brogato d.lgs. n. 50/2016. 

Le spinte provenienti dal PNRR hanno, di fat-
to, imposto la transizione digitale nel settore del-
la contrattualistica pubblica e indotto a recepire, 
almeno sul piano formale, l’invito ad investire sul-
le nuove tecnologie assumendo posizioni d’avan-
guardia relativamente alle quali storicamente le 

70. L’art. 2 co. 2. lett. t della legge delega n. 7D/2022 stabilisce. “individuazione delle ipotesi in cui le stazioni appal-
tanti possono ricorrere ad automatismi nella valutazione delle o$erte e tipizzazione dei casi in cui le stazioni 
appaltanti possono ricorrere, ai !ni dell’aggiudicazione, al solo criterio del prezzo o del costo, con possibilità di 
escludere, per i contratti che non abbiano carattere transfrontaliero, le o$erte anomale determinate sulla base 
di meccanismi e metodi matematici, tenendo conto anche della speci!cità dei contratti nel settore dei beni 
culturali e prevedendo in ogni caso che i costi della manodopera e della sicurezza siano sempre scorporati dagli 
importi assoggettati a ribasso”.

71. La frase è stata ricordata da Elettra Marconi, !glia dell’inventore della radio, in un’intervista trasmessa su RAI1 
il 5 ottobre 2024.

pubbliche amministrazioni di rado hanno saputo 
farsi interpreti.

Sebbene sia del tutto illusorio auspicare di 
poter irreggimentare, entro schemi prede!niti, 
ogni rischio scaturente dallo sviluppo delle nuove 
tecnologie (in particolare con riguardo ai sistemi 
generativi di intelligenza arti!ciale), è indubbio 
che – pur nella consapevolezza che si tratti di una 
fenomenologia che, al pari del moto ondoso, non 
sia governabile – esse rappresentino un’opportuni-
tà irrinunciabile.

È necessario, per tale ragione, chiarire quali 
obiettivi possa perseguire la pubblica amministra-
zione in termini di imparzialità e buon andamento 
ed investire, come si è di$usamente sottolineato, 
in un sistema di governance che individui adegua-
ti presidi in grado di intervenire tempestivamente 
sia in via preventiva che successiva su eventuali 
errori o anomalie. L’osservanza dei principi su cui 
si fonda l’azione amministrativa, del resto, non può 
che collimare con la “riserva di umanità” che deve 
ispirare lo sviluppo delle nuove tecnologie.

Ciò, tuttavia, impone un duplice sforzo. In pri-
mo luogo, è necessario investire nella formazione 
del personale per fornirgli competenze adeguate 
in grado di padroneggiare i sistemi più evoluti e 
di coglierne, almeno potenzialmente, i rischi che 
derivano da un dataset incompleto o basato su 
elementi erronei in grado di alimentare ipotesi di 
discriminazione algoritmica.

In secondo luogo, è imprescindibile riKettere 
sul modello su cui strutturare un sistema di certi-
!cazioni che possa consentire all’agente umano di 
e$ettuare in maniera incisiva una penetrante atti-
vità di veri!ca e di controllo.

Le suggestioni che accompagnano lo studio dei 
meccanismi di apprendimento impongono, del 
resto, grande attenzione con riferimento alla cono-
scibilità e alla comprensibilità degli esiti forniti 
dai sistemi algoritmici ai !ni della osservanza dei 
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principi di trasparenza e di ragionevolezza, non-
ché dell’obbligo di motivazione. 

Solo un’applicazione concreta di quei principi 
potrà, infatti, consentire di trovare un punto di 
equilibrio tra regola matematica e regola giuridica 
scongiurando la denegata ipotesi che le nuove tec-
nologie non svolgano più una funzione strumen-
tale e di supporto, ma siano addirittura arte!ci di 
ragionamenti autonomi dagli esiti imponderabili.

 Sulla scorta di quanto testé esposto, le pubbli-
che amministrazioni devono, pertanto, essere con-
sapevoli che sarà necessario predisporre adeguati 
strumenti per governare il fenomeno valorizzando 
un approccio collaborativo dei soggetti coinvolti al 
!ne di consentire la conoscibilità degli algoritmi 
utilizzati, nonché di ra$orzare i presidi di vigilanza 
e di controllo sia con riferimento ai modelli che 
alle competenze umane. 

Sebbene le nuove tecnologie costituiscano un 
utile supporto anche per l’elaborazione delle griglie 
di sintesi nella scelta del contraente, è necessario 
assicurare che la riserva di umanità sia e$ettiva. 

È, pertanto, fondamentale accertare che ogni 
fase del processo decisionale automatizzato sia 
tracciabile al !ne di individuare facilmente il sog-
getto responsabile e ricostruire come è stata adot-
tata una determinata decisione. 

I nuovi scenari, del resto, impongono l’adozio-
ne di regole chiare per la progettazione, l’imple-
mentazione e l’uso delle tecnologie di intelligenza 
arti!ciale, garantendo – in virtù dei principi su 

richiamati – che i codici sorgente siano accessibi-
li e ispezionabili anche da esperti indipendenti al 
!ne di consentire la comprensione dei criteri uti-
lizzati, nonché di e$ettuare ogni veri!ca su even-
tuali errori di selezione e valutazione. 

Le amministrazioni pubbliche, tra l’altro, 
dovranno ragionare sulla previsione di audit 
periodici con esperti esterni riguardanti il corretto 
funzionamento dei modelli utilizzati. 

È, invero, la previsione di un sistema di moni-
toraggio continuo che consente di intervenire 
tempestivamente sui malfunzionamenti e abusi, 
ovvero di ingenerare un legittimo aNdamento 
negli stakeholders, negli operatori economici coin-
volti nella procedura di evidenza pubblica, nonché 
nei fornitori delle tecnologie – interessati, peraltro, 
ad una adeguata protezione dei diritti di proprietà 
intellettuale sottostanti ai sistemi di intelligenza 
arti!ciale –.  

Nondimeno il coinvolgimento di università o 
istituti di ricerca appare fondamentale nel proces-
so di sviluppo di soluzioni basate sulla intelligenza 
arti!ciale. 

È, dunque, con la predisposizione di strutture 
interne in seno alle stazioni appaltanti ed agli enti 
concedenti che siano in grado di presidiare ade-
guatamente le criticità evidenziate che sarà possi-
bile promuovere adeguatamente lo sviluppo delle 
nuove tecnologie anche all’interno del microco-
smo costituito dalla contrattualistica pubblica.
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